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Statistical Multiplexing and Mix-Dependent 
Alternative Routing in Multiservice VP Networks 

C h i n g - F o n g  Su, Member, IEEE, and Gus tavo  de Veciana, Member, IEEE 

Abstract--We consider problems in traffic integration and 
routing for virtual path (VP)-based multiservice networks. The 
objective is to exploit statistical multiplexing among various traffic 
types in order to improve system utilization. Difficulties arise due 
to statistical multiplexing since a connection's bandwidth require- 
ment depends on the characteristics of the interfering traffic. 
We first consider whether segregating heterogeneous traffic with 
different quality of service (QoS) requirements on separate VP's 
is desirable. Next we consider routing heterogeneous permanent 
connections given a predefined traffic type mix onto multiple 
VP's between a source destination pair. We show that it is not 
necessarily advantageous to have each VP carry every traffic 
type. In fact, perhaps surprisingly, an optimum solution to this 
problem suggests that only a small number of traffic types, or even 
homogeneous traffic, need be present on each VP. Based on this 
observation, we propose a simple alternative routing algorithm 
with routing sequences depending on the traffic mix. 

Index Terms--Alternative routing, statistical multiplexing, 
traffic mix, virtual path. 

I. INTRODUCTION 

A SYNCHRONOUS transfer mode (ATM) has been de- 
signed to meet the possible needs of  integrated broadband 

communication networks. This technology is based on mul- 
tiplexing and switching cells transported on virtual channel 
connections (VCC's). In turn, virtual path connections (VPC' s) 
allow for joint handling of  bundled VCC'  s and can serve as an 
effective way of  reducing complex signaling and management 
tasks in a core network. The VP layer is in fact likely to serve 
as an intermediate resource management layer, wherein key 
resource allocation decisions are made on a somewhat slower 
time scale than typical connection times. Indeed, one can use 
the VP layer to simplify call admission control and routing and 
to segregate traffic based on QoS, traffic characteristics, and/or 
service classes. 

VP capacity allocation is an important issue in managing 
VP-based networks. Indeed, if physical link capacities are di- 
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vided into chunks (VP's), the utilization may be adversely af- 
fected by the resource segregation.~ Hence the bandwidth al- 
located to each VP may need to adapt to the changes in traffic 
loads in order to improve the bandwidth utilization (see, e.g., 
[18] and [19]). In addition, the traffic mix on each VP also af- 
fects the bandwidth utilization because it affects the "efficiency" 
of  statistical multiplexing. This paper first addresses the ques- 
tion of  whether segregating heterogeneous traffic with different 
QoS requirements on separate VP's  is desirable. The general 
belief is that one should segregate traffic with different QoS re- 
quirements on separate VP's  (see e.g., [9]). However, this type 
of  segregation is not necessarily "optimal." We shall see that 
traffic heterogeneity plays a critical role in multiplexing, and 
careful allocation of  traffic mixes is essential to achieving good 
performance. 

Similar care is needed in making routing decisions in a het- 
erogeneous VP environment. There is much research and expe- 
rience with routing policies in circuit-switched networks (see 
e.g., [1] and [7]), but one might ask if these principles will ex- 
tend to multiservice networks. Routing schemes selecting the 
"least loaded path," e.g., real-time network routing (RTNR) of  
AT&T [ 1 ], can be useful in single service networks because they 
tend to balance the traffic load across the network and minimize 
the blocking probability (see, e.g., [8] and [12]). However, this 
may not be the case in a multiservice network. For example, 
it has been suggested that a "most loaded path" strategy might 
be preferable in order to leave room on the least-loaded path for 
future connections with high bandwidth requirements [22]. Var- 
ious other routing policies, such as trunk reservation, have been 
investigated, and these are likely to also play a role in integrated 
services networks (see, e.g., [14]). 

A simple example can illustrate the impact of  statistical mul- 
tiplexing and show how it might in turn affect routing poli- 
cies. Consider a bufferless link shared by two types of  traffic 
whose cell arrival rates are, for simplicity, modeled by Gaussian' 
random variables with means ml ,  m2 and variances o-~, cry, re- 
spectively. Suppose the link currently has n l  and n2 ongoing 
connections of  each type. For this model, the bandwidth require- 
ment, given a constraint on link overflow probability, is roughly 
[20], [21 ] 

~In practice, buffer/bandwidth may be shared across VP's; however, herein 
we assume no such sharing. 

1063-6692/00510.00 © 2000 IEEE 
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Fig. 1. Problem setup. 

where k is a QoS parameter related to a link overflow proba- 
bility. The bandwidth required for an additional connection of 
Type 1 can be approximated by 

Oc .~ . (1) - -  + 

On1 

Note that the marginal bandwidth needed for an additional con- 
nection depends on the traffic characteristics, mix, and load. For 
example, given the mean m and the variance c~ 2 of a connec- 
tion's cell arrival rate, the key factor determining the marginal 
bandwidth requirement is the variance of  the aggregate traffic 
nlO ~ --I w n2~r22  currently on the links it traverses. Based on this 
example, one could argue that it may be "cheaper" (consuming 
less additional bandwidth) to route a new connection through a 

• link whose current aggregate variance is large. Moreover, by se- 
lecting routes with minimum marginal bandwidth requirements, 
one could make more resources available to incoming connec- 
tions or other types of services. Alternatively, from a system 
perspective, the network routing mechanisms might "tailor" the 
traffic mix across the network resources in order to achieve 
better overall efficiency. These two arguments are in sharp con- 
trast to typical routing policies that try to balance the loads on 
the network. 

In this paper, we consider the problem of routing multiple 
traffic types onto multiple VP's  between an origin-destination 
pair (see Fig. 1). Such variety in VP's  over distinct physical 
links can be used to increase reliability or may be the result of  
capacity constraints. In our problem formulation we shall con- 
sider two types of  constraints: those on the numbers of  connec- 
tions that can be admitted to each VP and one characterizing the 
mix of  traffic to be carried. In general, the relationship among 
the admissible numbers of connections of each type on a VP is 
nonlinear resulting from the characteristics of statistical multi- 
plexing. Our constraint on the traffic mix is intended to capture 
the desired relative traffic loads or operation point of  the net- 
work. Such constraints might be obtained from optimizations 
accounting for the demand and revenue generated by each traffic 

type. 
Alternative routing algorithms will be considered for the net- 

work shown in Fig. 1. In general, alternative routing comes in 
many flavors depending on how the routing sequence is selected 
(see, e.g., [7]). We shall consider routing sequences that account 
for statistical multiplexing and traffic mix on the VP'  s. In short, 
different routing sequences are assigned to different traffic types 
so as to maintain a desirable traffic mix on each VP and to en- 
hance statistical multiplexing. 

The balance of this paper is organized as follows. In Sec- 
tion II we discuss the role of statistical multiplexing and non- 
linear boundaries of  call admission regions associated with VP'  s 
carrying heterogeneous traffic. The problem of whether traffic 
with different QoS requirements should be segregated on sepa- 
rate VP's  is analyzed in Section III. Routing issues are discussed 
in Section IV and are followed by simulations and conclusions. 

I I .  A D M I S S I B L E  R E G I O N  OF A V P  

In general, to assess the exact admissible numbers of connec- 
tions on a given link, one would have to resort to either simu- 
lation or a significant amount of  computation. In this paper, we 
will resort to a common (conservative) approximation based on 
Chernoffs bound in the context of bufferless multiplexing (see, 
e.g., [6], [10], and [15]). Similar approximation can also be ob- 
tained for buffered systems (see, e.g., [4]). Most of the ideas in 
this paper follow from the qualitative characteristics of  the ad- 
missible region resulting from this bound. 

Suppose N i.i.d, traffic streams are carried on a bufferless 
link, and each stream has a stationary cell arrival rate Ai, i E 
{ 1 , . . . ,  N}.  Assume that the link capacity is c and we require 
that the aggregate arrival rate to the link exceeds the capacity 
only rarely--with a probability no larger than a. Based on Cher- 
noffs bound [2], the overflow probability is upper bounded by 

P(~Ai>c)i=l _<exp(-sup[cO-Na(O)])\ 0>0 (2) 

where A(0) = log(E[exp(OAi)]) is the logarithm of the mo- 
ment generating function of  Ai. 

One can generalize the result to analyze statistical multi- 
plexing of  heterogeneous traffic. Let 

j • n 3 

A = E E A , ,  
j = l  i=1  

be the aggregate arrivals, where Aji are independent random 
variables denoting the cell arrival rate of  the i-th traffic flow of 
Type j ,  and a j ( 0 )  = log(E[exp(OAji)]). In this case, Cher- 
noffs bound and the overflow constraint give the following re- 

quirement: 

l o g P ( A  > c) _< - s u p  cO - njAj(O _< loga. (3) 
0 >0  

Following [15] we shall define the admissible region A(c) for a 
bufferless link with capacity c as the collection of vectors n = 
( n l , . . . ,  n j )  _> 0 that satisfy (3), i.e., 

A ( c ) =  n l n > 0 a n d  Ecu(O)nj 1%(5) < c  
- -  0 - -  

j = l  

for some 0 > 0 } (4) 

% 

where c~j(O) = Aj(0) /0 .  
We note, as argued in [11], that the complement of the admis- 

sible region in R~  is a convex set. Thus a linear approximation 
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Fig. 2. Linearization of the admissible region's boundary. 

could be used to conservatively represent the boundary of  the 
admissible region (see e.g., [10] and [15]). A linearization 
of  A(c) can be done by fixing an operating point n* on the 
boundary 2 and using a tangent hyperplane at n* as a linear 
approximation to the boundary (see Fig. 2). Associated with 
each n*, there exists a 0* that achieves the sup in (3), so that 
we can express the linearized region by 

An.  (c) -- nln k 0 and o~jnj _< c' 
j= l  

(5) 

where c 9 = c~j(0*) is the "effective bandwidth" of  Type j 
traffic and c' = c + (log(~)/0*) is the link's "effective ca- 
pacity" with respect to 0* (i.e., a linearization at n*). Given 
such a linearization, the relative bandwidth requirements of  each 
traffic type become fixed, resulting in a linearly constrained re- 
gion and making call admission straightforward. However, a key 
remaining question is where to linearize the admissible region 
boundary. 

Given the nonlinearity of  the admissible region's boundary, 
it may be important to select the operating point n* carefully) 
As shown in (5), the effective bandwidth crj of  each traffic type 
depends on n*. Thus in principle, the network can exploit this 
dependence to change the relative resource requirements of  the 
various traffic types in order to improve the overall resource 
utilization. We will show in Section IV that a careful selection 
of  such operating points can result in a better statistical multi- 
plexing and reduce call blocking probability. 

III. INTEGRATION OR SEGREGATION OF TRAFFIC? 

It is generally believed that one should segregate traffic 
with different QoS requirements on their own VP's  (see, e.g., 
[9]). The intuition is that if we multiplex traffic with different 
QoS requirements on the same VP, then the overall QoS for 
the VP should be the most stringent QoS requirement. By 
providing a QoS that is more stringent than necessary to some 
traffic streams, we waste network resources. However, due 
to the nature of  statistical multiplexing, it may still be more 
"economical" to put all traffic on the same VP. In the following, 
we use an example with two traffic types to illustrate the roles 

2In this paper, we refer to the possibly nonlinear constraints (3) of the admis- 
sion region as the boundary. 

3Note, however, that the admissible region's boundary becomes more "linear" 
when the link capacity increases (see, e.g., [23]). 

of statistical multiplexing and traffic mix when the QoS is 
related to cell losses resulting from link overflows. 

Suppose there are N total connections, which consist of  a 
fraction f i  of  Type 1 flows and a fraction f2 of  Type 2 flows, 
where f i  + f2 = 1.4 In order to get a qualitative understanding, 
we shall first resort to Gaussian traffic models for which an 
explicit expression for bandwidth requirements exists and then 
consider the popular On/Off traffic model. The cell arrival rates 
of  each traffic type are modeled by Gaussian random variables 
with mean and variance (mi ,  o'~), (m2, ff22), respectively. We 
assume that the two traffic types are carried by a bufferless link 
and require cell loss ratios of  10--6 and 10-3, respectively. The 
problem is to decide whether to partition a link into two seg- 
regated VP's,  or form a single shared VP, where the goal is to 
minimize the required bandwidth. 

The bandwidth requirements of  a single shared VP and seg- 
regated VP's  are shown in (6) and (7), respectively 

cl = N ( f l m l  + f2m2) + kl v v/ + (6) 

c2 = N(flml-4- f2m2)-4- v/N [kl f~lal2 + k2 f~2a22] (7) 

where ki and k2 are the QoS parameters. Indeed, for the 
Gaussian model, the tail distribution of  aggregate cell rates 
(i.e., the overflow probability) can be captured by the deviations 
from mean, and ki, k2 are multiples of  the standard deviation 
[20], [21]. Without loss of  generality, we assume ki > k2. For 
the aforementioned QoS of  10-6 and 10-3, we have that ki 
and k2 are 4.7534 and 3.0902, respectively. We are interested 
in a condition making ci _< e2, so it is advantageous to form 
a single VP and give Type 2 traffic a better QoS rather than 
setting up two VP's. In other words, the benefit of  statistical 
multiplexing outweighs the loss in overprovisioning for a better 
QoS. Surprisingly, the condition depends only on o1/o2 and 
f l ,  where N plays no role. Based on (6) and (7), we can show 
that ci < c2 if 

k 2  _ fi- 
Gr20/--1 ~ 7~-~-'2" V 71 (8) 

Hence to decide whether to integrate two types of  traffic on the 
• same VP, one needs to assess if the ratio of  their standard devia- 
tions exceeds a threshold, which depends on their QoS require- 
ments and the traffic mix. 

In Fig. 3, we plot the threshold on ~ri/~r2, i.e., the right side of  
(8), as a function of  the traffic mix f i  with the aforementioned 
kl and k2. The threshold defines the integration and segregation 
regions. For example, for ~ri/~r2 = 0.6, we should form a single 
VP when the fraction of  Type 1 traffic exceeds 0.35. Otherwise, 
it is more efficient to have two VP's  with different QoS. 

Based on the regions shown in Fig. 3, it is clear that when f l  
is small, the ratio of  ~ i /~2  needs to be large in order to make 
integration beneficial. An interpretation for this might be that 
we waste a larger amount of  bandwidth in bringing a better QoS 
to Type 2 traffic (i.e., integration) when f i  is small. Thus only 

4For simplicity we assume fl, f2 are real numbers even though they should 
be restricted to multiples of 1/N such that -~fl~ N f2 are integers. 
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Fig. 4. Integration and segregation regions. 

when Type 1 traffic is "bursty," i.e., has high variance, can the 
benefit of better multiplexing outweigh the waste of  bandwidth. 
Therefore, the threshold on ~rl/Cr2 should be larger when f l  is 
small, as shown in Fig. 3. By contrast, when f l  is large, Type 2 
traffic is less significant, so the threshold becomes less stringent, 
i.e., integration is desirable. These tradeoffs are captured by the 
curve in Fig. 3. 

Note that the term (k~ - k~)/2klk2 in (8) serves as a scaling 
factor for the curve in Fig. 3. If  kt and k2 are close, then the 
threshold on crl/c~2 for integration becomes small, which in- 
creases the integration region. That is, one is indeed likely to in- 
tegrate traffic with similar QoS requirements when minimizing 
the overall bandwidth requirements. 

One can consider the problem of whether to integrate or seg- 
regate from a different perspective. Suppose n l  and n2 are the 
numbers of  Type 1 and Type 2 connections carried by the system. 
Inequality (8) can then be written as 

- 

n2c,~ -> L-~-J 
In Fig. 4, we plot the integration and segregation regions with 
respect to n l  and n2 with the aforementioned kl, k2, and 
crl/cr2 -- 0.6. The figure c le~ly indicates that the ratio of n l  
and n2, i.e., the mix, rather than their magnitudes, determines 
the decision boundary. 

Note that although the total number of  connections N does 
not play a role in the condition (8) determining whether it is ben- 
eficial to form a single VP, the bandwidth savings Ac  = c2 -- Cl 
grows as v /N  as the number of  connections increases. Let us 
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Fig. 5. Integration and segregation regions. 

call Ac  divided by N ( f l m l  + f2m2) the normalized bandwidth 
savings resulting from integration. It is clear that the normalized 
bandwidth savings are proportional to 1 / , / N ,  i.e., they become 
less significant as N increases. Indeed, when N is large, the 
effective bandwidth of each traffic stream approaches its mean 
rate for both the integrated and segregated VP'  s. Hence the (nor- 
malized) difference between (6) and (7) becomes smaller as N 

increases. 
Next we consider On/Off traffic models. For such models, 

it is difficult to derive a simple criterion such as (8) to deter- 
mine whether to segregate or integrate heterogeneous traffic. 
The complexity is mainly due to the lack of  a closed-form ex- 
pression for the bandwidth requirement. Nevertheless, by using 
(3), we can exhibit such tradeoffs. 

Suppose we have two types of  On/Off traffic with mean 
rates 0.5, 0.15 and peak rates 0.9, 0.8, respectively. In addi- 
tion, the overflow probability requirements are respectively 
10-9 and 10-3. As shown in Fig. 5, there exist integration 
and segregation regions, which depend on the traffic mix 
(nl ,  n2). As in the Gaussian case, the traffic mix determines 
whether it is advantageous to integrate the two traffic types. 
An interesting observation is the small "plateau" region around 
(nl  = 0, n2 = 0) in Fig. 5. This arises because the number of 
connections is too small to achieve any statistical multiplexing 
given the specified QoS. In fact, in this region, bandwidth 
reservation would be done based on peak-rate allocation. This 
phenomenon was pointed out in [5]. The author argued that 
in order for the traffic to be "statistically multiplexable," the 
total allocated bandwidth for a single type of  aggregated traffic 
needs to exceed a critical value. Similarly, a minimum number 
of  connections is required to see the "economies of  scale." 
Hence it makes no difference whether the two traffic types are 
integrated or segregated when the number of connections is 
small. Note that for Gaussian traffic, there is no such threshold 
in the number of  connections. 

As with Gaussian traffic, the desirability of  traffic integra- 
tion for On/Off traffic depends on the traffic mix and traffic 
characteristics, but now also the load. These results show that 
accounting for the efficiency of  multiplexing is essential in 
order to minimize the total bandwidth reservation. For cases 
with more than two traffic types, these observations still hold, 
but a simple criterion for decision making is unlikely due to the 
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increased complexity. Nevertheless, optimal VP configurations 
for multiple traffic types could be determined numerically or 
by simulation. 

IV. ROUTING IN MULTISERVICE VP NETWORKS 

Next we consider routing connections on the simplified net- 
work shown in Fig. 1. We assume that the goal is either to max- 
imize the number of  admissible permanent connections or to 
minimize the call blocking probabilit ies in a dynamic system, 
subject to a load with a predefined traffic mix and the capacity 
constraints on each VP. We also assume that all VP 's  provide 
the same aggregate QoS, which are equal to or better than those 
requested by each traffic type. As shown in Section III, inte- 
grating traffic and providing a better QoS on VP's  could be ad- 
vantageous. 

A. Routing Permanent Connections 

The problem of determining the maximum admissible 
number of  permanent connections can be formulated as a linear 
programming problem where we relax the integer constraint on 
the number of  connections. If  the total number of  connections 
of  each type are big enough, the rounding errors to the closest 
integers will be negligible. Thus an optimum solution to the 
linear programming problem is close to an optimum solution 
of  the integer programming problem. 

Suppose there are J traffic types to be routed onto P virtual 
paths with linearized admissible regions, where ~p,j is the ef- 
fective bandwidth of  Type j traffic on VP p and all VP 's  can 
carry all traffic types. 5 

Let np,j denote the number of  Type j connections carried by 
VP p. The capacity constraints are then given by the following 
inequalities: 

J 

Z O~p,jnp,j ~ ep 
j = l  

Vp (9) 

where % is the effective capacity of VP p (see (5)). 
Next we consider a set of constraints associated with the pre- 

defined traffic mix. Let f j ,  j = 1 , . . . ,  J be the fraction of  each 
P 

traffic type and Y'~p=l np,j denote the total number of  Type j 
connections carried by all VP'  s. To ensure the traffic mix con- 
straint is met, we require that 

P P P 
Ep=l  np,1 _-- . . . _ Ep=l  TbP~ 2 _~ E p = l  'D,p,J 

f l  f2 f J  
(10) 

We can rewrite these as a set of equality constraints 6 

P P 

E p,1-  Enp,j :0 v j /1  
p = l  f p = l  

(11) 

5For simplicity the dependence of c%,j on 0* has been omitted. Nevertheless, 
it should be clear that c%, 5 depends on the selected linearization of admissible 
region. 

6We assume that P ~ p = l  np,j are big enough such that the error of rounding 
np,j to the closest integers are negligible, so the traffic mix can be roughly 
maintained. 

TABLE I 
NUMBER OF VP's  THAT COULD CARRY 

HOMOGENEOUS TRAFF/C 

# traffic types (J) # VP (P) # homogeneous VP 
2 2 > 1  
2 3 _>2 
2 4 > 3  

3 3 > 1  
3 4 2 2  

The goal is to find an allocation that maximizes the total 
J P 

number of  connections ~ j = l  subject to the con- E p = l  np,j 
straints (9) and (11). Given the nature of  this optimization, the 
constraints in (9) will hold with equality since we have relaxed 
np,j to be continuous. If  equality did not hold on VP p, then 
np,j, j = 1 , . . . ,  J could be proportionally increased such that 
traffic mix constraints are not violated. This linear programming 

J P 

iII3X Z E np,j 
j = l  p = l  

J 

subject to Z ap,jnp,j = cp Vp 
(12) j = l  

P fj  P 
Z'r l ,  p,l -- ~l p~lnp,j : O V j T ~ i  
p = l  = 

np,j > 0 Vp, j .  

The constraints can be represented in a compact form as A ~  = 
b , ~  > 0, where ~ = {np,j I P = 1 , . . . , P , j  = 1 , . . . J }  T is 
a vector representing the number of  connections on every VR 
In addition, we let n p =  {np,j ] J = 1 , . . . ,  j } r  denote the 
number of  connections on VP p. 

Theorem 1: Suppose P, J > 1; then there exists a solution to 
the permanent  route assignment problem (12) in which at least 
P - min[P,  J - 1] VP 's  carry homogeneous traffic. 

Proof': There exists a solution, say, fi*, which is a vertex 
of  the polytope corresponding to the feasible set [13], [17]. In 
addition, it can be shown that a vertex of  the feasible set contains 
at most rank(A) nonzero components [13], [17]. Note that A 
is a n M  x N matrix, w h e r e M  = P +  J -  1, N = P J, 
and r a nk (A )  _< M .  Thus, ~* contains at least N - M zero 
components, where a zero component,  e.g., np,j = 0, means 
that VP p does not carry Type j traffic. 

Based on the number of nonzero components in ~*, we can 
find a lower bound on the number of  VP 's  carrying homoge- 
neous traffic. Since each VP will carry some traffic, there exists 
at least One nonzero component of  g* for each VR Therefore, 
at most r ank (A)  - P _< J - 1 additional positive np,j can be 
spread out across the P VP'  s. Thus the number of  homogeneous 
VP ' s  is greater than P - rain[P,  J - 1]. [] 

If  J - 1 < P ,  then some VP's  could carry homogeneous 
traffic. Table I shows this "lower bound" on the number of ho- 
mogeneous VP ' s  for various numbers of VP 's  and traffic types. 
For instance, when two traffic types are routed onto three VP's ,  
we find that at least two VP ' s  could carry homogeneous traffic. 

This observation sheds light on how the traffic could be car- 
fled by the VP's  in order to maximize the admissible number of  

problem can then be formulated as follows: 
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connections subject to a predefined mix. In particular, the the- 
orem implies that one can allocate routes to connections such 
that the following are true: 

• fraction of  heterogeneous VP's  < min[1, ( # T y p e s - l / #  
VP's)]; 

• average number of  traffic types per VP _< 1 + 
( #  T y p e s - I / #  VP's). 

Thus as the ratio of numbers of traffic types to VP's  
( # T y p e s / - ~ V P )  = J / P  decreases, more virtual paths 
could carry homogeneous traffic. 

The key insight is that it is not necessarily advantageous for 
each VP to carry all traffic types in this heterogeneous setup. To 
maximize the throughput, only a small number of  traffic types or 
even homogeneous traffic will need be present on each VP. This 
suggests that, in practice, optimized multiservice networks with 
sufficient routing diversity might end up looking like multiple 
logical networks, which are "segregated" by service type. As we 
will see in Section IV-B, strict segregation is not advantageous 
when connections arrive and leave dynamically; however, ap- 
proximately maintaining this regime will improve performance. 

1) Nonlinear Admissible Region: Theorem 1 was shown for 
the case where the VP's  had linear admissible regions; however, 
one can show that the same result holds if the admissible region 
for each VP has a convex boundary (see, e.g., Fig. 2). This is 
discussed in Appendix A. 

B. Dynamic Routing 

Suppose that calls of  each traffic type arrive as Poisson 
processes with rates ~j and each type of call has an arbitrary 
holding time distribution with mean /~}-1. We will consider 
the routing problem with the objective of  minimizing blocking 
probabilities. The results in Section IV-A suggest that connec- 
tions need to be allocated to VP's  carefully in that appropriate 
traffic mixes need to be maintained on each VP in order to max- 
imize the total admissible number of  connections. However, 
it is not always possible to maintain desirable traffic mixes 
on each VP in a dynamic environment. In the following, we 
propose: 1) a simple multiservice alternative routing scheme, 
which approximately maintains the traffic mix on each VP 
around the desirable operating points associated with the per- 
manent connection routing assignment and 2) a complementary 
algorithm to compute the routing sequences to be attempted for 
each traffic type based on the offered traffic mix. 

1) Multiservice alternative routing: Each traffic type is as- 
signed a sequence of VP choices. A new connection of a 
given type is routed to the first VP on the sequence asso- 
ciated with its type, which can carry the connection. 

2) Mix-dependent routing sequences: Given the of- 
fered loads for each traffic type pj = /~j/IZd, let 
f j  = p j / ( ~ j  pj) denote the fraction of Type j traffic. 
One can then solve the permanent route assignment 
problem in Section IV-A to find a desirable operating 
point fi* on a vertex of the (possibly linearized) feasible 
set. Such solutions will tend to maximize the number 
of  homogeneous VP's.  The sequence of VP's  to be at- 

tempted for Type j traffic is then based on fi* according 
to the following rules: 

• VP p precedes VP q on the sequence if fi* is such 
that VP p carries only Type j traffic and VP q carries 
heterogeneous traffic. 

• VP p precedes VP q on the sequence if either (1) 
* , * (break * (2) np,j ll, q , j  np,j ~ nq,j, or * = a n d p  < q 

ties). 
For example, consider a three VP network carrying 
three traffic types where the components of  fi* are given 
by (n~, i, n~, 2, n~,3) = (7, 28, 0), ( n ~ , l ,  %~,2, n~ ,3)  -~- 

(28, 0, 0), and (hi , l ,  n~, 2, n~,3) = (0, 7, 36). The se- 
quence of VP's  to be used by the routing algorithm are 
2 - ~  1 ~ 3 ,1  ~ 3 - ~  2, and3- -~  1--~ 2 for Types l, 
2, and 3 respectively. In particular, a Type 1 connection 
would first attempt routing on VP 2, then VP 1, and last 

VP 3. 

1) A Repacking Routing Policy: In general, the order in 
which calls arrive will affect the routing decisions and thus 
the efficiency of the network. Theoretically, a routing policy 
might recompute the best routes whenever the system status 
changes, e.g., new connections arrive. In particular, such a 
policy might reroute (repack) connections in order to admit a 
new request. By doing so, the network admits connections in a 
greedy fashion without regard to connection types or network 
revenue. Although such a policy is not necessarily "optimal," 
it does attempt to aggressively admit connections and thus 
reduce overall blocking probabilities. We will use such a policy 
as a baseline for comparison in evaluating various routing 

algorithms. 

V. SIMULATION RESULTS 

In this section, we use simulations to evaluate the perfor- 
mance of the proposed algorithm under two scenarios: 1) two 
traffic types on two VP's  and 2) three traffic types on three 
VP's. We compare the call blocking probabilities achieved by 
our mix-dependent alternative routing to a variety of  routing al- 
gorithms including least loaded route (LLR) and minimum-re- 
source route (MRR), as well as the repacking policy. 

A. Two Traffic Types and Two VP's 

We first consider the case of  two traffic types on two VP's.  As 
shown in Table I, we found that if we were routing permanent 
connections, at least one VP could carry homogeneous traffic. 
This property leads to two possible routing VP sequences, i.e., a 
sequence 1 ~ 2 for one type and 2 ---+ 1 for the other type. As a 
result, each type is assigned a distinct primary VE Connections 
first attempted on the primary VP for that type, and then the 
alternative is tried. A connection is blocked if the second trial 

fails. 
The proposed algorithm is compared with other algorithms 

under various traffic loads, which are denoted by pl and p2 re- 
spectively. In our simulations, both traffic types are assumed to 
be On/Off with peak rates 1 and 0.5 as well as mean-to-peak ra- 
tios 10% and 90%, respectively. The two VP's  have an identical 
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+(°,+°2) >(3----) +(°'+°+r:3,0 )ol >(3--) °, 

+(Pl-I~P2) > ~ +(Pl'F'P2) " ~ ' : ~ - - - - ~ - - ~  P 2 > ~ P2 

A B C D 

Fig. 6. Four routing algorithms, 

TABLE II 
THE COMPARISON OF BLOCKING PROBABILITIES. NOTE: N/A DENOTES THE BLOCKING PROBABILITIES THAT ARE SMALLER THAN 10-5 

Loads 
(pl,m) 
(40,40) 

(45,30) 

"(30,45) 

(50,25) 

(25,50) 

A B C D E LLR MRR 

B1 0.0597 0.03099 0.00101 0.00221 0.00081 0.03024 0.02891 
/32 0.0837 0.05027 0.01869 0.00222 0.00158 0.05149 0.04283 
B1 0.0269 0.00791 0.00729 0.00044 0.00013 0.00760 0.00720 
/32 0.0420 0.01477 0.00022 0.00048 0.00014 0.01580 0.01212 
B1 0.0498 0.02280 N/A 0.00148 0.00076 0.02258 0.02257 
/32 0.0627 0.03149 0.05410 0.00149 0.00137 0.03201 0.02767 
B1 0.0197 0.00462 0.02657 0.00069 0.00033 0.00438 0.00419 
/32 0.0326 0.00913 N/A 0.00095 0.00037 0.00981 0.00765 
B1 0.0542 0.02796 N/A 0.00289 0.00169 0.02867 0.02971 
/32 0.0655 0.03405 0.10479 0.00290 0.00279 0.03458 0.02990 

capacity of'25 and provide an overflow probability of 10-9. The 
admissible region of each VP is the nonlinear region resulting 
from the Chernoffs bound (see (4)). The routing algorithms we 
compare are shown in Fig. 6 and explained below. 

• Balanced-load scheme without retrial: Connections of 
each type are sent to each VP with equal probability. The 
loads sent to each VP are (1/2)(pl  + P2). 

• Balanced-load scheme: This is the same as Algorithm A 
except that if the selected VP is unavailable, the other VP 
is tried. That is, each connection is assigned a routing se- 
quence 1 ~ 2 or 2 --~ 1 with equal probability regardless 
of its type. 

• Segregated-load scheme: Connections of each type are 
sent to distinct VP's. If the selected VP is unavailable, the 
connection is blocked. 

• Proposed algorithm: Different traffic types are assigned 
different routing sequences: 1 --+ 2 or 2 ~ 1. 

• Repacking scheme: Connections are repacked if this will 
permit a new connection to be admitted. 

We also simulated two additional dynamic routing algo- 
rithms: LLR and MRR. In LLR, a newly arriving connection is 
sent to the VP that has the largest free capacity. 7 By contrast, in 
MRR, a connection is sent to the VP where minimum additional 
bandwidth is required to carry the new connection given the 
current load and statistical multiplexing. If the selected VP is 
unavailable, the other VP is tried. 

1) Comparison of Blocking Probabilities: The simulation 
results are shown in Table II where/31 and/32 are the blocking 
probabilities of Type 1 and Type 2 traffic, respectively. Table II 
shows that Algorithm A has worse overall blocking probabili- 
ties than Algorithm B because it uses static load sharing without 
retrying the other path if the selected path is unavailable. Hence 
a connection may be blocked unnecessarily. Similarly, Algo- 
rithm C did not utilize the VP capacity efficiently either, i.e., 

7The free capacity is the difference between VP's capacity and the minimum 
bandwidth required to carry the connections already on the VE 

each VP carries only one traffic type. We found that a VP might 
experience significant call blocking while the other VP has 
unused capacity. 

Excluding the repacking algorithm (E) and the unacceptable 
case of Algorithm C, Algorithm D has the smallest overall 
blocking probabilities for both traffic types under all traffic 
load combinations. This confirms our observations made in the 
context of routing permanent connections, namely, that unbal- 
anced traffic mixes on the VP's will improve the efficiency of 
statistical multiplexing and the overall usage of VP capacities. 
Notice that the call blocking probabilities of Algorithm D are 
close to those achieved by the repacking algorithm (E). The 
traffic load ratios on each VP of Algorithm B are roughly equal 
to the original offered loads ratio Pl/p2, so multiplexing is 
not as efficient as that in Algorithm D. For example, when the 
traffic load is (45, 30), the blocking probabilities of Algorithm 
D are 0.00044 and 0.00048, which are more than a order of 
magnitude smaller than those achieved by Algorithm B. 

.Our simulations show that LLR and MRR are also inferior 
to the proposed algorithm, and their blocking probabilities are 
close to those of Algorithm B for both types of traffic. Since 
LLR and MRR fail to account for the traffic mix in making 
routing decisions, the traffic load ratios are roughly equal to the 
original offered load ratio Pl/P2 on each VE Therefore, LLR 
and MRR cannot achieve as efficient a multiplexing as the pro- 
posed algorithm does, which leads to higher blocking probabil- 
ities. These observations provide insight into how one should 
extend the routing policies in circuit-switched networks to mul- 
tiservice packet-switched networks. Obviously, the effect of the 
traffic mix and multiplexing on the selected routes should be ac- 
counted for when routing connections. 

B. Three Traffic Types and Three VP's 

Next we compare two alternative routing algorithms with the 
repacking scheme for a network supporting three traffic types on 
three VP' s. For simplicity, we assume the admissible regions of 
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TABLE III 
CAPACITY AND THE EFFECTIVE BANDW1DTHS 

VP Capacity Effective Bandwidth 
Type 1 Type2 Type3 

1 100 2 2.5 3 
2 100 3 4 5 
5 100 2 2 2 

TABLE IV 
COMPARISON OF BLOCKING PROBABILITIES 

Traffic loads E F G 
(pl,~,p3) 
(33,33,33) B~ 0.00150 0.00868 0.00174 

B2 0.00190 0.01180 0.00238 
B3 0.00190 0.01418 0.00306 

(42,42,15) B1 0.00080 0.00461 0.00129 
B2 0.00110 0.00613 0.00179 
B3 0.00110 0.00748 0.00223 

(60,24,24) B1 0.00340 0.01773 0.00528 
B2 0.00430 0.02329 0.00724 
B3 0.00430 0.02825 0.00891 

(50,30,15) B1 0.00035 0.0032110.00055 
B2 0.00045 0.00429 0.00077 
Bz 0.00035 0.00531 0.00094 

(90, 9, 9) B1 0.00240 0.00637 0.00226 
B2 0.00240 0.00818 0.00301 
B3 0.00240 0.00983 0.00370 

(3,45,45) Bx 0.00270 0.00692 0.00266 
/32 0.00370 0.01027 0.00425 
133 0.00440 0.01265 0.00547 

VP's  are linearized. The "effective bandwidth" and the "effec- 
tive capacity" of  the VP's  are shown in Table III. The following 
algorithms were considered. 

• Repacking scheme: Connections are repacked if this will 
permit a new connection to be admitted. 

• Balanced-load scheme: Three sequences of  possible VP 
choices, 1 ~ 2 ~ 3, 2 ~ 3 ~ 1, a n d 3  ---+ 1 ---+ 
2, are randomly assigned to each connection with equal 
probability regardless of  the traffic type. Hence the VP's  
are attempted in a rotary fashion. 

• The proposed algorithm: Each connection is assigned a 
sequence of  possible VP choices based on its type. The 
sequences are computed using the rules discussed in Sec- 
tion IV-B. 

The blocking probabilities achieved by these algorithms are 
shown in Table IV. As expected, the balanced-load algorithm (F) 
resulted in the worst overall performance. For example, when 
the traffic loads are (50, 30, 15), then the blocking probabil- 
ities for Type 1 traffic, B1, are 0.00035 and 0.00055 for Al- 
gorithms E and F, respectively, while Algorithm G's, 0.00321, 
was almost an order of magnitude worse. This discrepancy in 
blocking probabilities was consistent across a variety of  loads. 
In addition, the blocking probabilities of  the proposed algo- 
rithm (G) are pretty close to those of Algorithm E. These results 
show that mix-dependent routing algorithms can significantly 
decrease blocking probabilities. 

C. Robustness, Linearization, and "Resource Pooling" 

In our proposed algorithm, the routing sequences of each 
traffic type depend on the relative magnitudes of  the compo- 

TABLE V 
ROUTING SEQUENCE UNDER VARIOUS TRAFFIC LOADS 

Traffic loads 
(p~,p~,p~) 

Routing Sequence 
Type 1 Type 2 Type 3 

(15,30,60) 2 ~ 1 - - > 3  i ~ 2 - + 3  3 - r 1 ~ 2  
(18,30,60) 2- -~I -~3  I - - + 2 ~ 3  3 ~ 1 - - + 2  

2-+1-->3 1--+2-+3 3---~1~2 (15,30,72) 
(15,30,48) 2 ~ 1 ~ 3  1 ~ 2 ~ 3  3 ~ 1 ~ 2  

2 ~ 1 ~ 3  1 ~ 2 ~ 3  3 ~ 1 ~ 2  
2 ~ 1 ~ 3  2 ~ 1 ~ 3  ] 3 ~ 1 ~ 2  

(18,24,60) 
(12,24,72) 

nents of  ~*. When the offered traffic loads (mix) are perturbed, 
the sequences are usually preserved. For example, when the 
traffic loads in Section V-B are perturbed around an operational 
point (15, 30, 60) by 20%, most of the computed routing se- 
quences stay unchanged (see Table V). In fact, only the routing 
sequence of Type 2 traffic changes when traffic loads are per- 
turbed from (15, 30, 60) to (12, 24, 72). Hence the proposed 
routing algorithm is likely to be robust to small fluctuations of  
traffic load or measurement errors. 

Suppose the admissible regions for all VP's  were linearized 
in the same fashion, that is, the effective bandwidth for each 
traffic type is identical on each VE In this case, resource require- 
ments for a given connection are neither VP nor mix dependent 
so routing questions reduce to determining a VP that can carry 
the connection. Performance differences among algorithms that 
attempt all available VP'  s in any order will be insignificant up to 
the possible effects of  integrality constraints. In this scenario, we 
have resource pooling (see, e.g., [16]), in the sense that the var- 
ious VP's  between a given source destination pair perform like 
a big VP with the sum of their individual effective capacities. 
In practice, one may then argue that it might be advantageous 
to linearize the admissible regions identically on all resources 
in order to simplify routing. However, this simplicity will come 
at the cost of reduced network utilization, particularly for rel- 
atively small VP's,  or shared resources, which are expected to 
carry radically different traffic mixes. 

In [3], an argument was made that the boundaries of  admis- 
sible regions can be linearized without significantly reducing the 
achievable "revenue" in high-capacity networks. Nevertheless, 
unless the linearization points alre chosen carefully and appro- 
priate routing policies are used to keep the networks around the 
desired operational regime, linearization can lead to a loss in 
overall revenue. Note that the desirable linearization point n* 
depends on the offered loads for each traffic types as well as the 
capacities of  the various VP'  s. 

VI. CONCLUSION 

In this paper, we have considered problems related to resource 
allocation and routing in integrated services networks. In par- 
ticular, we were motivated by questions that arise in managing 
heterogeneous traffic types with possibly different QoS require- 
ments using VPC's  as an intermediate resource management 
layer. 

The first question that arose was whether heterogeneous 
traffic with different QoS requirements should be segregated 
on distinct V P ' s  or aggregated on a single VP but given the 
most stringent QoS requirement. Based on a simple model, 
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our analysis showed that the answer is certaMy not straight- 
forward, i.e., in some cases, it is advantageous to aggregate 
while in others it is better to segregate. A criterion for making 
such decisions was derived for Gaussian models, exhibiting the 
dependence on the traffic characteristics, traffic mix, and QoS 
requirements. Similar behavior is likely to hold for more gen- 
eral setups, where the essential tradeoff is between achieving 
improved statistical multiplexing by aggregating versus losing 
efficiency due to provisioning for the most stringent QoS. 

Next we considered the problem of routing multiple traffic 
types with a predefined traffic mix onto multiple VP' s between 
a source destination pair. Our analysis and simulations sug- 
gested that it is critical to account for heterogeneous statistical 
multiplexing or traffic mixes in making routing decisions. In 
fact, to maximize the throughput, only a small number of traffic 
types, or even homogeneous traffic are present on each VE This 
suggests that, in practice, multiservice networks with sufficient 
routing diversity might end up operating like multiple logical 
networks, which are segregated by service type. 

Based on our observations, we proposed an alternative 
routing scheme with mix-dependent routing sequences, which 
aims to maintain appropriate traffic mixes on each VP in order 
to increase the overall system utilization. In addition to the 
routing scheme, we also propose an algorithm to compute the 
routing sequence depending on traffic mix and VP capacity. 
The proposed routing scheme results in a significantly im- 
proved performance over LLR and is robust to variations in 
the offered traffic mix. Last, we make the following key point: 
by linearizing the admissible set for network resources in the 
same fashion, one can trade off network utilization with routing 
"complexity" in multiservice networks. 

APPENDIX 
EXTENDING THEOREM 1 TO NONLINEAR ADMISSIBLE REGIONS 

Suppose admissible regions for each VP have convex bound- 
aries. In order to determine an optimal routing of permanent 
connections, we can formulate an optimization problem as in 
(12) where the capacity constraints are now determined by the 
nonlinear boundaries associated with each VP's admissible set 
Av. Notice that the feasible set F associated with these capacity 
constraints is no longer a polytope. Nevertheless, there still ex- 
ists an optimal allocation fi*, which maximizes the objective 
function f ( f i )  = ~ J  P j= l  ~ p = l  np,j  and satisfies the capacity as 
well as the traffic mix constraints. 

Note that ~* is necessarily located at the boundary of fea- 
sible set F .  Hence the components of fi* consist of P points 
(i.e., n~) and each n~ is on the boundary of Ap. With respect to 
the points n~, one can linearize AB to obtain an approximated 
region A~ (see e.g., Fig. 2). Based on these linearized admis- 
sible regions, we can formulate a linear programming problem 
similar to (12) with a new feasible set F ~. Notice that these lin- 
earized admissible regions .A~ are contained inside the original 
admissible regions ,Ap (except for the points n~) due to the con- 
vexity assumption of the boundaries (see, e.g., Fig. 2). Thus it 
is clear that F ~ C F .  

Next we consider two cases: either Ii* is a vertex of /7 '  or fi* 
is not a vertex of F ~. In the latter case, there exists a vertex ~7 of 

F '  such that f ( q )  > f(f i*)  [13], [17]. However, f ( q )  < f(f i*)  
because fi* is a maximizer of f ( . )  over F and q C F '  C F .  
Thus we have that f ( q )  = f(f i*) .  Therefore, we can always 
find a vertex of F ~ which is also a maximizer of f ( . )  w.r . t .F.  It 
then follows, as in Theorem 1, that the such a maximizer would 
have at least P - rain[P, J - 1] homogeneous VP's. 
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